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Motivation

A necessity of understand what is the 

content shared in underground forums.

Exploitation of vulnerabilities in the wild are 

a threat to internet ecosystem and software 

communities.

Context

We identify the necessity of known what are 

being discussed in underground hacking 

forums:

● Relevant Topics

● Word Frequency

● Language used
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Our Key Contributions

- Methodology to analyze, model and identify discussion topics, and significant 

information within underground hacking forums.

- Topic Modeling: What are the discussion topic on each forum?

- Topic modeling for identify relevant topics and words.

- Interpretation of topics based on the content.
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Dataset

Made available by Cambridge Cybercrime Centre

Contains data scraped from multiple

underground forums (16 studied)

Organized in forums, boards, threads and posts

Provide about 54,512,094 lines of textual 

information.
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CrimeBB
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Natural Vulnerability Database (NVD)

The NVD is the U.S. government repository of standards based vulnerability. This 

data enables automation of vulnerability management, and is fully synchronized 

with the CVE list and CVSS scores.

- Common Vulnerabilities and Exposures (CVE) is a list of publicly disclosed 

vulnerabilities and exposures.

- Common Vulnerability Scoring System (CVSS) provides a numerical (0-10) 

representation of the severity of a vulnerability.
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CrimeBB + NVD
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Data Preparation - Filtering threads



1313METHODOLOGYUFRJ | PPGI | SIEMENS

Data Preparation - Text Processing
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Data Preparation - Text Processing
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Text Processing - Text Normalization

* Stemming: Keeps the roots (stem) base form of the word to do content analysis. 
* Lemmatization: Keep the meaningful base form of the word to do morphological analysis  (context).
* None: Keep all words.
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Data Preparation - Text Processing
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Text Processing - Language Evaluation

We define an Indicator Language function (ilf) or          as:

We define a Language Ratio Function (lrf) as:

We determine which language is the most probable to be after evaluate a text as:

* NLTK: Language punctuations & stopwords
* Spacy: Language Lemmatization
* Enchant: Language vocabulary



1818METHODOLOGYUFRJ | PPGI | SIEMENS

Data Preparation - Text Processing
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Data Preparation - Feature Extraction

We also apply standard NLP 
pre-processing techniques, e.g., 

filtering stopwords and 
punctuation
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Topic Modeling - Latent Dirichlet Allocation (LDA)

In this work, we define 4 main topics 
of interest: Proof Of Concept (PoC), 
Weaponization, Exploitation, and 
Others.

We select this 4 topics based on 
previous manual analysis of the 
content. We find that threads content 
discuss about CVE codes and 
vulnerabilities.
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CVSS

- Notably, more than 60% of the cited CVEs are designated with a high severity level in version 2. 
However, in version 3.1, we encountered difficulty in determining the present severity level of our 
CVE codes.
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Findings

- We identify 4 topics: 1 (PoC), 2 (Weaponization), 3 (Exploitation), and 4 (Others)
- We show the 30 top words in all topics, we note that words such as "https", "link", "citing", and 

"exploit" are the most relevant.
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Topic 1

PoC Topic: Using only the 58.4% of 
tokens, the most relevant words are 

"https", "link", "php", etc. We note that in 
general, those words are relevant for all 
topics except for "code" and "security".



2525Experimental FindingsUFRJ | PPGI | SIEMENS

Topic 2

Weaponization Topic: Using only the 
16.7% of tokens, the most relevant words 

are "code", "cve", "github", etc.
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Topic 3

Exploitation Topic: Using only the 12.7% 
of tokens, the most relevant words are 

"security", "trillium" (the user who cite the 
highest quantity of CVE codes), 
"multisploit", "tool", "exploit", etc.

We saw some intersections of words (e.g., 
"code", "cve", "exploit", "link", and 

"vulnerability") between the topics 
Weaponization and Exploitation. 
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Topic 4

Others Topic: Using only the 12.2% of 
tokens, the most relevant words are "link", 
"com", "php", "member", "profile", "learn", 

etc.
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Conclusions

- We show that applying topic modeling techniques to the study of exploitation in the wild offers 
valuable insights and benefits in the field of cybersecurity.

- By analyzing textual data related to vulnerabilities, exploits, and real-world attack scenarios, topic 
modeling contributes to a deeper understanding of the exploitation landscape.

- By extracting latent topics from data sources such as vulnerabilities, exploit forums, or security 
incident reports we understand topics about exploit trends.

- This understanding helps security professionals, and researchers stay informed about emerging 
threats and prioritize their defense strategies accordingly.

-
Thanks! Any questions? 
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